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1 Introduction

Driven by micrototal analysis systems (μTAS) (Auroux 
et al. 2002; Patabadige et al. 2016; Reyes et al. 2002) or so-
called lab-on-a-chip (LoC) technologies in the applications 
(Jeong et al. 2010; Sackmann et al. 2014) of sample prepa-
ration and analysis, chemical synthesis, drug discovery, as 
well as DNA sequencing, micromixers have attracted great 
interests from both the research community and commer-
cial sector all over the word. Being considered as one of 
the most essential processes among such miniaturized sys-
tems, mixing of fluids offers significant advantages of low 
reagent consumption and rapid response for biochemical 
analysis. Nevertheless, fluid mixing in such conditions is a 
great challenge due to a strict laminar flow regime, which 
means the mixing process is dominated by molecular dif-
fusion. This slow mixing mechanism generally demands 
extended channel and intricate structure and thus negates 
many of the advantages of miniaturization. In the past few 
decades, numerous efforts have been made to solve this 
annoying conundrum and meet the mixing requirement in 
various applications (Nguyen and Wu 2005; Ward and Fan 
2015).

In most of the previous work, fluid properties are 
regarded as constant. The change of fluid parameter (such 
as viscosity) induced by mixing process is seldom taken 
into account. However, when mixing two types of fluids 
with large difference in viscous, the mixed fluid leads to a 
changed concentration and viscosity and hence the changed 
diffusion coefficient, which exerts significant impact on the 
original flow field distribution (such as velocity gradient) 
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and further the species distribution. The omission of these 
strong concentration-dependent coupling relationships will 
lead to significant errors when fluids with noticeable vis-
cous difference are to be mixed. In the traditional method, 
only the physical parameters of solvent, e.g., density and 
viscosity, have been taken into consideration as that in 
Cook et al. (2013), or simply set the properties of two types 
of working fluids as constant separately and then obtained 
species distributions through solving their respective con-
vention–diffusion equation (Alam et al. 2014). In the above 
work, diffusion coefficient was also set to be a constant, 
which may cause imprecise results and tremendous errors 
when a fluid with high viscosity is involved. In order to 
achieve high-precision concentration prediction, it becomes 
necessary to include the concentration-dependent fluid 
properties, e.g., density, viscosity and corresponding diffu-
sion constant, into the entire modeling process.

Taking great advantages from transverse flow to stretch, 
fold and breakup streams to enhance mixing, the researches 
on chaotic advection-based micromixers have been a hot-
spot for many years (Lee et al. 2016). In such kind of stud-
ies, various microstructures such as curved (Solehati et al. 
2014; Yamaguchi et al. 2004), zigzag, square wave (Kuo 
and Jiang 2014), circular mixing chamber (Ansari and Kim 
2009) and converging–diverging structure (Cheri et al. 
2013) have been proposed to form vortex to accelerate spe-
cies transport. According to Hessel et al. (2005), the next 
development of micromixers should focus on the improve-
ment of the existing structures. Thus, various multi-feature 
micromixers (Sudarsan and Ugaz 2006; Wu and Tsai 2013) 
have been proposed through combining different distur-
bance effects to further enhance the mixing.

Introducing a group of coupling formulas among species 
concentration, viscosity, as well as diffusion coefficient 
into the flow equations, this work aims at accurately study-
ing the mixing process from both modeling and experiment 
perspectives. A series of studies on passive micromixer 
equipped with multi-feature structure including mixing 
units of non-coaxial rectangular chamber and curved chan-
nel as well as expansion chamber is conducted. A compari-
son between traditional linear approximation and the cou-
pling method discussed in this paper is performed, and the 
latter shows a better accuracy.

2  Numerical modeling

Two types of working fluids, water and glycerol–water 
solution, are considered in the present modeling. In the 
microchannel, their properties are ever changing during the 
mixing process and can be described by the mass distribu-
tion. The mixture’s density is directly derived from the pro-
portion of each component and is predicted by:

where ω is the mass fraction of glycerol in mixture; the 
subscripts of g and w denote glycerol and water, respec-
tively. According to Cheng (2008), the mixture’s viscosity 
μ is related to the two components in the form of nonlinear 
exponential function:

where α is the weighting factor of glycerol, which can be 
calculated by

where a and b are coefficients associated with the opera-
tion temperature. Diffusion coefficient of the mixture can 
be estimated by the Einstein–Stokes equation:

where k is the Boltzmann’s constant, T is the absolute tem-
perature (K), and R is the particle radius. According to 
the above equations, the mixture’s density and viscosity 
depend on the local concentration, and the diffusion coef-
ficient is inversely proportional to its local viscosity. The 
mixing process is normally simulated through solving 
Navier–Stokes equation and continuity equation, as well 
as convection–diffusion equation. By introducing Eqs. 1–4, 
fluid properties in these equations are turned into concen-
tration dependent.

A planar passive micromixer was designed in the present 
research. The schematic diagram of the proposed micro-
mixer is shown in Fig. 1a. Special mixing features of non-
coaxial rectangular chamber, curved channel and expan-
sion chamber are included in this design. The height (H) 
and width (W1) of the inlets were designed to be 60 and 
90 μm, respectively. A fillet is placed at the confluence of 
the cruciform inlet structure with the radius R2 of 0.05 mm. 
The length of the straight channel after confluence L1 is 
1 mm. The length of the non-coaxial rectangular chamber 
L2 is 0.8 mm. The ratio of W2/W1 equals to 8 (named model 
A hereinafter). The outer curvature radius of the curved 
channel R1 is designed to be 0.6 mm, and the cross sec-
tion of this part is 90 × 60 μm (W1×H). To avoid sagging, 
the expansion ratio of the expansion chamber (W3/W1) is 
assigned as 5. Disturbance resulted from inlets and outlet 
has a great effect on the flow state at this region. Therefore, 
in order to keep experiment results free from these con-
founding factors, the lengths of inlets and outlet are set as 
10 times of the width of the corresponding channel.

Numerical simulations were performed on this micro-
mixer by using the commercial program of COMSOL 

(1)ρ = ρgω + ρw(1− ω)

(2)µ = µg exp

(

α · ln
µw

µg

)

(3)α = 1− ω +
abω(1− ω)

aω + b(1− ω)

(4)D =
kT

6πµR
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Multiphysics 5.1 based on finite element method (FEM). 
Physical models in terms of laminar flow and transport of 
diluted species were employed in the simulation. The flow 
regime was considered to be viscous, incompressible and 
isothermal in a steady state. The properties of water and 
glycerol taken at room temperature (25 °C) are listed in 
Table 1. On account of the viscosity of the blood is around 
4 times of the water, 45.5 % glycerol–water solution (with 
the similar viscosity of human blood) was selected as the 
high viscous working fluid. The coefficients of a and b in 
Eq. 3 are equal to 0.6625 and 2.072, respectively, under 
this circumstance. In the flow field, initial values of veloc-
ity and concentration were set as default of 0 m/s in all 
directions and 0 mol/m3. Glycerol solution was assigned 
to inlet 1 and pure water to inlet 2 and 3 with the bound-
ary condition of inlet velocity. The velocity in the inlet 2 
and 3 was set as one-half of that in the inlet 1, which was 
performed for Reynolds number (Re = ρuL/µ, where ρ is 
the fluid density, u is the mean velocity, L is the character-
istic length of inlet, and μ denotes fluid viscosity) of water 
ranging from 0.1 to 200. This cruciform inlet structure is 

used to split the water into two streams, and then, both of 
them join and wrap the working flow coming from inlet 1 
at the cruciform confluence. This structure can enlarge the 
contact area between these working fluids and significantly 
decrease the diffusion path. The mole concentration of 
glycerol was set to be 5518.3 mol/m3 at inlet 1 and 0 mol/
m3 at other inlets. The boundary condition of the outlet 
was set to be pressure outlet with zero static pressure and 
outflow. Non-slip and no flux condition were applied at all 
of the solid walls.

This micromixer was meshed by triangular prism 
unstructured cells (see Fig. 1b). Additional boundary layers 
were also added at inlet 1 to avoid the possible numerical 
errors. Ultimately, ten thousand elements in all are included 
in the grid system. Moreover, high-order discretization was 
implemented to ensure the accuracy. As a consequence, 
about three million degrees of freedom were included in 
this numerical model. Navier–Stokes equation and convec-
tion–diffusion equation were stabilized by the generalized 
least squares (GLS) and the streamline upwind Petrov–
Galerkin (SUPG) method, respectively, which reduced the 
numerical diffusion. These equations were solved via the 
solver of MUMPS (MUltifrontal Massively Parallel Sparse 
Direct Solver) in a full coupled way. That is, the obtained 
velocity through solving Navier–Stokes equation is used 
to calculate the concentration distribution in the convec-
tion–diffusion equation. Subsequently, the local concentra-
tion is used to calculate the local density and viscosity that 
impacts Navier–Stokes equation and the corresponding 
diffusion coefficient that impacts the convection–diffusion 
equation. All equations are iteratively solved by repeating 

(a)

(b)

Fig. 1  Schematic diagrams of the micromixer designed in the simu-
lation: a structural layout and geometric parameters, and b the grid 
system used in the numerical simulation. The cross section of A–A is 
positioned in the middle of the curved channel

Table 1  Properties of fluids at 25 °C

Fluid Density (kg m−3) Viscosity (kg m−1 s−1)

Water 996.85 8.9274 × 10−4

Glycerol 1260.65 0.90568

(a) (b)

Fig. 2  a Fabricated micromixer. b The designed structure of the 
micromixer
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this procedure. The solutions are considered to have attained 
convergence for the relative error of less than 0.001.

To further optimize the mixing efficiency, the non-coax-
ial rectangular chamber was regarded as the optimization 
target and four derived models with different expansion 
ratios W2/W1 of 1:1 (model B), 2:1 (model C), 4:1 (model 
D) and 16:1 (model E) were designed and tested.

3  Experimental methods

3.1  Fabrication

A T-type structure was designed in inlet 1 to split the 
stream, as shown in Fig. 2. A standard soft lithography pro-
cedure (Xia and Whitesides 1998) was adopted to fabricate 
the molds of the micromixers. Firstly, moderate volume of 
SU-8 3050 (MicroChem Corp., USA) was dispensed on a 
cleaned silicon wafer and then spun by a spin coater to form 
a uniform layer with a thickness of 90 μm. Subsequently, a 
prebake stage at 65 °C for 5 min took place and followed by 
a 20-min soft bake operation at 95 °C. After cooling down to 
the room temperature, the wafer was exposed to a UV light 
(HWUV225X, China) for 40 s that was equally divided into 
four times. Whereafter, a post-bake was operated at 65 °C for 
1 min and 95 °C for 5 min. After cooling down, the wafer 
was bathed in 1-methoxy-2-propanol solvent (MicroChem 
Corp., USA) until the unexposed areas were washed off. 
The wafer was cleaned by isopropyl alcohol (Sinopharm 
Chemical Reagent Co. Ltd., China) and was dried by nitro-
gen, followed by a heating operation at 150 °C for 30 min 
in the oven. The wafer then received surface treatment with 
octyltrichlorosilane (Sigma-Aldrich, USA) by using a vac-
uum desiccator. A replica of this channel was formed by 
using polydimethylsiloxane (PDMS). Liquid PDMS (Elas-
tosil RT601, Wacker, Germany), a 9:1 (mass/mass) mixture 
of silicone elastomer base and curing agent, was poured 
onto the wafer after removing the air bubbles. The mold 
then was heated in oven at 75 °C for 20 min. Afterward, the 
solid transparent PDMS was formed and was peeled off from 
the wafer. Pores of the inlets and outlet were punched with 
a blunt needle in the PDMS. At last, the PDMSs were irre-
versibly bonded with a glass slide through plasma treatment. 
Figure 2a presents the fabricated micromixer.

3.2  Experimental setup

Figure 3 shows the experimental setup. To minimize sys-
tematic errors, a single multi-channel syringe pump 
(Fusion 100, Chemyx Inc., USA) was used to control the 
holistic flow rate ranging from 0.45–900 μl/min, which 
corresponded to Re of water from 0.1 to 200. Two types 
of solutions of 45.5 % glycerol solution and deionized 

water labeled with fluorescence sodium (1.5 %) were pre-
pared at the room temperature as the working fluids. Dur-
ing the operation process, water and glycerol solution 
were pumped into the microchannel through inlet 1 and 
inlet 2 (see Fig. 2b), respectively. An inverted microscope 
(ECLIPSE TS-100, Nikon, Japan) equipped with a halo-
gen lamp realizes the visualization of microscale flow with 
magnification of 40. A computer-controlled high-resolution 
digital camera (EOS 70D, Canon, Japan) is mounted on the 
microscope to record the fluorescent images.

3.3  Data acquisition

To make a quantitative analysis on mixing efficiency, an 
image processing operation with a MATLAB program (Wu 
et al. 2004) was performed. Firstly, the obtained images 
were cropped along edges of the microchannel. Secondly, 
the colors were converted into 8-bit grayscale images. The 
grayscale values in each pixel point at the outlet were nor-
malized to values in the range of 0 to 1. Finally, the mixing 
index (M.I.) or mixing degree was quantified by calculating 
the standard deviation of the normalized grayscale value 
(between 0 and 1):

(5)γ =

√
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√
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Fig. 3  Experimental setup for flow visualization and image acquisi-
tion. Solutions are pumped into the micromixer by a multi-channel 
syringe pump, and the mixed liquid is collected by a reservoir. The 
inverted microscope with a lamp realizes the visualization of the 
mixing process, which is recorded by a digital camera remotely con-
trolled by a personal computer
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where Ci is local normalized grayscale value; i is the serial 
number of the sampling points; N is the total number of 
sampling points; C̄m is the average normalized grayscale 
value; and γmax is the maximum variance over the data 
range. Photographs taken at target zone (near the outlet 
but free from the outlet disturbance) are two-dimensional 
(from the top view), and flow is unstable at high flow rate. 
To eliminate random error, a plane with a dimension of 
0.5 mm × W1 at the target zone was extracted and calcu-
lated. The averaged value of M.I. was used to evaluate the 
mixing efficiency of the micromixer. The ultimate M.I. 
ranges from 0 to 1, where 1 and 0 denote completely mixed 
and completely unmixed, respectively. Equations 5 and 6 
were also employed to evaluate the mixing efficiency in 
the modeling. The only difference is that Ci in Eq. 5 is the 
value of normalized concentration at the outlet.

4  Results and discussion

The linear approximation method discussed in the previous 
report (Wu and Nguyen 2005) is a method that the viscos-
ity of the mixture is considered to be a linear function of 
the species volume fraction. The viscosity value is given 
by:

where Φi denotes the species volume fraction and is derived 
by:

where ci is the local concentration and cmax is the maxi-
mum concentration of species i. With the consideration of 
strong coupling relationships existed in the mixing process, 
a nonlinear exponential function is introduced in this mod-
eling work. A preliminary theoretical comparison between 
the two methods was performed to investigate their differ-
ences, as shown in Fig. 4. It can be found that viscosity 
values of linear approximation are larger than that of non-
linear approximation at normalized concentration from 0 
to 1. Diffusion coefficient is inversely proportional to the 
viscosity according to the Einstein–Stokes equation. Con-
sequently, diffusion coefficient curve of linear approxima-
tion is below the curve of nonlinear approximation. Lin-
ear approximation, by comparison, actually enlarges the 
effect of viscosity and weakens the effect of species diffu-
sion at the same time, both of which underrate the mixing 
efficiency. As the normalized concentration increases, the 
slope of the viscosity curve derived from nonlinear approx-
imation gradually increases. In contrast, viscosity curve of 
linear approximation keeps the constant rising slope. As 
can be seen in Fig. 4, the viscous difference between two 

(7)η = ηAΦA + ηBΦB

(8)Φi =
ci
/

cmax

approaches reaches the maximum of 37.16 % when nor-
malized concentration equals to 0.6.

To validate the coupling method, experiment and mode-
ling including linear approximation and nonlinear approxi-
mation were performed on model A (see Fig. 1) with Re of 
water varying from 0.1 to 200. Figure 5 shows the distri-
bution of different fluid parameters of concentration, vis-
cosity and diffusion coefficient at Re = 25 and 200. For 
each method, the images on the left were taken from the 
mid-plane of the non-coaxial rectangular chamber and the 
images on the right were taken from the cross section of 
A–A in Fig. 1.

At low flow rate of Re = 25, inertial effect is too weak 
to induce strong disturbance; hence, the mass distribution 
keeps concentrated. It can be seen in Fig. 5a that the vis-
cosity distribution is in conformity with the concentration 
distribution, but the diffusion coefficient distribution is 
on the exact opposite. The difference of mass distribution 
between linear approximation and nonlinear approxima-
tion mainly exists in the transition region. With the uni-
form rising gradient trait (referring to the viscosity curve 
of linear approximation in Fig. 4), the concentration and 
viscosity color nephograms derived from linear approxi-
mation method display a uniform change at the transition 
region, which makes it smooth from the perspective of vis-
ual (Fig. 5a). Compared with the linear approximation, the 
viscosity curve of nonlinear approximation shows smaller 
slope at low concentration section and bigger slope at high 
concentration section. Hence, the transition region shows 
fuzzy edges at low concentration area and clear edges at the 
high concentration area. In addition, there is a more intui-
tive phenomenon in the right pictures of Fig. 5a. The area 
occupied by glycerol solution (high concentration and high 
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viscosity area) from the nonlinear approximation is nar-
rower than that from the linear approximation. Moreover, 
it is apparent from the displayed distribution nephograms 
that the linear approximation underrates the diffusion 
coefficient.

At high flow rate of Re = 200 (Fig. 5b), these differ-
ences become significant. The distributions of concentra-
tion and viscosity obtained from nonlinear approximation 
appear to be more uniform, which indicates that the mixing 
degree is higher than that from the linear approximation. 
Furthermore, the expansion vortex in the non-coaxial rec-
tangular chamber is more obvious. In contrast, the linear 
approximation method overestimates viscosity and under-
estimates diffusion coefficient, both of which change the 
flow pattern and cause lower mixing efficiency.

Figure 6 shows the comparison between experimen-
tal results and numerical results with linear approxima-
tion and nonlinear approximation. Dean number of water 
(De = δ0.5Re, where δ is the ratio of the channel charac-
teristic length to the flow path radius of curvature and 
Re is Reynolds number) is used to evaluate the intensity 
of secondary flow in the curved channel. The error bars 
were plotted based on three groups of experimental data. 
It shows that the results of experiment and simulation with 
the nonlinear approximation method are in good agree-
ment. Most of the data points locate within the margin of 
error. A few data points at the outside of error bars (at high 
flow rate) are mainly caused by the drastic random dis-
turbance. On the contrary, the simulation results of linear 
approximation show poor accuracy for the reason that the 
mixing efficiency is lower than the experimental results, 

which is consistent with the deduced results based on 
Fig. 4. At low flow rate of Re less than 10, viscous effect 
has a great impact on the flow state. The mixing efficiency 
depends highly on the effect of molecular diffusion, which 
is recognized to be a slow process. Thus, the discrep-
ancy between linear and nonlinear approximation is not 
remarkable. However, this discrepancy becomes apparent 
as the Reynolds number increases. This phenomenon can 
be owned to the large viscosity error accumulation of the 
linear approximation method. Increasing viscosity means 
reducing Re. Since Re describes the relative importance 
of inertial to viscous forces, the inertial effect is relatively 
reduced improperly. Consequently, the mixing efficiency 
is artificially deteriorated. The error of mixing efficiency 
increases with the viscosity ratio of adopted working fluids. 
Therefore, the nonlinear approximation shows higher accu-
racy than the linear approximation.

To further examine the versatility of this nonlinear 
method and optimize the mixing efficiency, four derived 
models with different expansion ratios on the non-coaxial 
rectangular chamber were designed. The mixing process of 
each model was studied through experiment and modeling 
by using the nonlinear approximation method. Figure 7 
shows variations of the M.I. with Re ranging from 0.1 to 
200. For each model, the results of experiment and simu-
lation are in good agreement and share the similar curve 
trend. At low flow rate (Re < 10), the mixing process is 
dominated by molecular diffusion. Because extremely low 
flow rate offers enough residence time for diffusion pro-
cess, high mixing efficiency is obtained at the condition of 
Re = 0.1. However, the M.I. subsequently descends with 
the increase in Re, which can be attributed to the reduced 
residence time. When Re reaches 15, the mixing efficiency 
exhibits a slight increase, which indicates that the weak dis-
turbance is induced by the curved channel. As can be seen 
in Fig. 8, the interfaces among three streams become blur 
in the curved channel. As the Re increases further, the sec-
ondary flow starts to occur. Under the impact of centrifugal 
force (Zhang et al. 2015), the fluid close to the inner wall 
is pulled toward the outer wall and the fluid close to the 
outer wall is pulled toward the inner wall at the same time. 
At last, two fluids undergo a 180° rotation and their posi-
tions switched. Dean vortices, a pair of vortexes with dif-
ferent directions (clockwise direction and counterclockwise 
direction, respectively) in the cross section, are intuitively 
displayed in Fig. 9. The vortexes continuously twist the 
upper and lower layers of fluid streams, thereby increasing 
the interfacial area and improving the mixing performance 
(Yamaguchi et al. 2004). It is observed in Fig. 9 that the 
intensity of the secondary flow is proportional to the Re. 
Hence, the M.I. keeps increasing with the increasing flow 
rate.  

Re

De
.I.

M

model A

experimental results
non-linear approximation
linear approximation

Fig. 6  Correlation of the mixing index (M.I.) with respect to Reyn-
olds number (Re) and Dean number (De). Nonlinear approxima-
tion exhibits a better description of experimental results than linear 
approximation
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Until Re reaches 40, the slope of the curve becomes 
larger. This can be explained by the appearance of expan-
sion vortex in the expansion chamber (Fig. 8). When flow-
ing into this region at high flow rate, fluids encounter an 
abrupt expansion in the cross-sectional area. The sudden 
increase in the cross-sectional area decelerates the fluid 
flow and separates fluid from the wall due to the inertial 
effect. This process causes an adverse pressure gradient 
and reverses the flow; thus, a pair of vortexes was formed 
at each corner of the expansion region (Khodaparast 
et al. 2014). These multi-direction vortexes combine the 
effect of Dean flow in the curved channel with the effect 
of expansion vortex in the expansion chamber. Thereby, 

these multi-direction vortexes accelerate mass transfer and 
improve the mixing efficiency. In addition, such effects 
can be reinforced with an increase in flow rate as well. The 
non-coaxial rectangular chamber comes into play after Re 
ascends to a certain value of 50. As shown in Fig. 8, a small 
circulating flow occurs near the inlet of this chamber. How-
ever, the mainstream passes through the chamber without 
circulating flow since inertial effect is still weak at this 
time. When Re gets higher, vortex becomes larger. Under 
this condition, mainstream is occupied by the vortex. In the 
presence of circulating flow, the mixing efficiency is fur-
ther enhanced. Dramatically, the gradient of the M.I. curve 
becomes small at Re > 150, which can be ascribed to the 
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reduced residence time. By this reason, a dynamic equilib-
rium between disturbance intensity and residence time is 
established; thus, the highest mixing efficiency is obtained.

Figure 10 depicts the correlations of the mixing index 
with respect to Reynolds number and Dean number for 
model A to model E. All of these models give the roughly 
uniform mixing index at extremely low Re (Re = 0.1). The 
higher mixing efficiency is obtained by model with bigger 
expansion ratio at Re = 10. This trend apparently accords 
with the expansion ratio of each model’s non-coaxial rec-
tangular chamber and can be explained by the residence 
time. It costs more time for fluids to go through the cham-
ber from the model with bigger expansion ratio. At inter-
mediate Re (15–65), M.I. goes up with Re. The ascending 
gradient of model B is the best in all of the other models 

because of pressure loss. Rectangular chamber increases 
the local pressure loss, but fails to induce strong vortex. 
Moreover, this loss is also proportional to expansion ratio. 
For this reason, model B possesses the steepest ascending 
slope. The M.I. of model B can be distinguished from the 
other models except model E. The reason is that the non-
coaxial rectangular chamber of model E possesses the big-
gest expansion ratio, which promises enough residence 
time for molecular diffusion, and this effect exceeds the 
weak secondary flow in model B at low flow rate. The dif-
ference between model E and model B becomes bigger 
after vortex form in the model E with the increase in Re. 
At high Re (>65), the M.I. of model B is worse than other 
models because of lacking expansion vortex. As can be 
seen in Fig. 11, the deformation of the pseudo-color image 
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A

Re=35 Re=50

Fig. 8  Fluid flow distribution of experimental results for model A to 
model E at different Reynolds numbers (Re) of 15, 35 and 50, respec-
tively. Secondary flow appears in the curved channel for each model 
at Re = 15. Expansion vortex starts to form in the expansion cham-

ber for each model at Re = 35. With Re = 50, expansion vortex at 
the location of the non-coaxial rectangular chamber is observed in all 
models except model B (without this geometry)
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gradually tends to flatten out for Re from 5 to 200, which 
means the concentration distribution becomes uniform with 
the increase in flow rate. 

5  Summary

In this work, a group of coupling relationships in terms of 
fluid properties such as density, viscosity, and diffusion 
coefficient were introduced into the numerical models to 
simulate the mixing process of glycerol solution and water. 
With the application of these relationships, viscosity and 
diffusion coefficient are turned into concentration depend-
ent and determined by the local concentration in the micro-
channel. A preliminary theoretical comparison between the 
traditional linear approximation and the nonlinear method 
has been carried out. To validate the nonlinear method, 
modeling and experiment techniques were performed on a 
novel micromixer. The comparison shows that the nonlin-
ear approach achieves higher accuracy and is more suitable 
to simulate the viscous mixing than the linear approxima-
tion. Furthermore, to examine the versatility of this nonlin-
ear method, four derived models were designed and tested. 
The experimental results and numerical results are in good 
agreement for each model. To sum up, accounting for the 
effect of ever-changing viscosity, the modeling with non-
linear couplings exhibits a better description of experimen-
tal results than linear approximation.
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